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Abstract: A meta-analysis of vocabulary interventions in grades pre-K to 12 was con-
ducted with 37 studies to better understand the impact of vocabulary on comprehension.
Vocabulary instruction was found to be effective at increasing students’ ability to com-
prehend text with custom measures (d = 0.50), but was less effective for standardized
measures (d = 0.10). When considering only custom measures, and controlling for
method variables, students with reading difficulties (d = 1.23) benefited more than
three times as much as students without reading problems (d = 0.39) on comprehension
measures. Gains on vocabulary measures, however, were comparable across reading
ability. In addition, the correlation of vocabulary and comprehension effects from stud-
ies reporting both outcomes was modest (r = .43).

Keywords: Vocabulary, reading comprehension, meta-analysis, instruction, reading
difficulties

The ability to understand and gain knowledge from text is a fundamental skill
required in every school subject as well as everyday life. Unfortunately, large
numbers of school-age children experience significant problems in learning to
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read. In 2007, the National Center for Educational Statistics reported that 69%
of eighth-grade students performed below the proficient level in reading based
on the National Assessment of Educational Progress (Lee, Grigg, & Donahue,
2007). As students progress through school, the demands of independently
extracting and retaining information from text increases. If we are to impact
students’ ability to independently gain knowledge from text, we must better
understand what types of interventions are most effective at increasing students’
ability to comprehend what they are reading. One promising area of intervention
research is vocabulary instruction. Large individual differences in vocabulary
size exist early in school. By the end of second grade, disadvantaged students
can lag 2 years behind the average students in their class and 4 years behind
students in the upper quartile (Biemiller, 2005).

Both correlational and experimental studies have demonstrated a strong
relationship between vocabulary and reading comprehension (Carroll, 1993;
Davis, 1942, 1968; Freebody & Anderson, 1983; Marks, Doctorow, & Wittrock,
1974; Spearitt, 1972; Wittrock, Marks, & Doctorow, 1975). Five hypotheses
have been put forth to explain the causal link between vocabulary and com-
prehension (see Nagy, 2005; Stahl & Nagy, 2006). Anderson and Freebody
(1981) described three of the five possibilities—instrumentalist, knowledge,
and aptitude hypotheses. The instrumentalist hypothesis proposes that know-
ing vocabulary directly impacts comprehension. Vocabulary training studies,
however, have reported variable effects between vocabulary and comprehen-
sion. Many studies have shown that vocabulary training impacts comprehen-
sion (e.g., Beck, Perfetti, & McKeown, 1982; Kameenui, Carnine, & Freschi,
1982; Stahl, 1983; Stahl & Fairbanks, 1986), whereas others have not found
such effects (e.g., Pany & Jenkins, 1978; Tuinman & Brady, 1974; Wixson,
1986).

The knowledge hypothesis states that words are part of larger knowledge
structures and that it is these knowledge structures, not the words per se, that
impact a person’s comprehension. Within this framework, vocabulary knowl-
edge could be considered a proxy for a person’s background knowledge. A
person that has more knowledge of a subject is likely to better comprehend
text about that subject, as well as know more words related to the topic. In
contrast, the aptitude hypothesis postulates that there is no causal relationship
between vocabulary and comprehension. Proponents of this hypothesis suggest
it is a third factor, such as verbal intelligence (see Sternberg & Powell, 1983)
or metalinguistic awareness (see Nagy, 2005), that influences both compre-
hension and levels of vocabulary knowledge. That is, people who are good at
making inferences or understanding language are also more likely to be good
at learning and using vocabulary.

In addition to the hypotheses discussed by Anderson and Freebody (1981),
Mezynski (1983) proposed the access hypothesis. According to this view, com-
prehension is affected by knowing not only the words in the text but how
accurately and quickly those word meanings are retrieved from memory. This
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hypothesis is in line with Perfetti’s (1985) verbal efficiency theory, which sug-
gests that comprehension is impaired when lower level processes, including the
retrieval of word meanings, is not automatic. If word meanings are accurately
represented, they will be accessed quickly, freeing up the higher level cognitive
processes required for comprehension.

The most recent addition to explain the relationship between vocabulary
and comprehension is the reciprocal hypothesis. It is estimated that children
learn between 2,000 and 3,000 new words per year (see Stahl & Nagy, 2006).
Most of children’s growth in vocabulary occurs incidentally, not through in-
struction or conversation. This phenomenal growth has been attributed to chil-
dren’s exposure to text, because vocabulary in oral speech and other forms of
media pale in comparison to the vocabulary found in text (Hayes & Arhens,
1988; Stanovich & Cunningham, 1993). This learning occurs incrementally
over time through multiple exposures of words in varied contexts. With each
successive encounter, children gain a deeper understanding of a word’s mean-
ing (Stanovich & Cunningham, 1993). With a deeper understanding of words
and expanded vocabulary, children are better able to understand what they read
which leads to increases in text exposure. In this way, vocabulary and com-
prehension have a reciprocal causal relationship as exemplified in Stanovich’s
(1986) “Matthew Effects.”

Each of the hypotheses is a viable explanation for the relationship between
vocabulary and comprehension. However, they are not mutually exclusive,
and each probably provides a partial explanation. Although a clear-cut answer
explaining this complex relationship is unlikely, understanding the relative
contributions of each of these hypotheses is important if we are to design
efficient vocabulary interventions that will impact children’s comprehension.

One way to better understand the relationship between vocabulary and
comprehension is to evaluate the effects of vocabulary interventions designed
to increase comprehension. Stahl and Fairbanks (1986) conducted such a re-
view in a meta-analysis of vocabulary interventions conducted in Grade 2
through college. They found an overall mean effect size of 0.97 for compre-
hension outcomes developed by the researcher and 0.30 for global measures
of comprehension. That vocabulary instruction would transfer, even in a lim-
ited way, to global measures that were unlikely to contain the taught words
was considered an important finding supporting the robustness of certain types
of vocabulary instruction (see McKeown & Beck, 2006). Stahl and Fairbanks
also found larger effect sizes were associated with (a) activities requiring more
depth of processing, (b) contextual information paired with definitional infor-
mation (vs. either alone), and (c) the type and number of word exposures. Yet
the results should be viewed with caution because of several limitations with
the meta-analysis. First, Stahl and Fairbanks included effect sizes derived from
one-group, pre–posttest designs with no control (e.g., Barrett & Graves, 1981),
as well as those derived from pre–posttest, control group designs, even though
these two types of effect sizes are not comparable. Second, the authors did not
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weight for sample size. This means that all studies, regardless of the sample
size, contributed equally to the estimation of the overall effect size. Third, they
used multiple effect sizes from each study and did not adjust for the statistical
dependency produced by comparing different treatments to the same control.
Fourth, they used the control group variance instead of the pooled variance of
treatment and control groups to compute effect sizes. Each of these limitations
has the potential to distort estimates of the true population effect. Therefore,
some of the findings of Stahl and Fairbanks may reflect methodological issues,
not effects because of the instructional characteristics of the interventions. Fi-
nally, although Stahl and Fairbanks attempted to control for methodological
(e.g., measures, control group) and treatment factors through a combination
of blocking and stratification, their analysis largely ignored the possibility of
interactions among method, participant, and treatment factors.

In addition to the Stahl and Fairbanks (1986) study, the National Read-
ing Panel (NRP) (National Institutes of Children’s Health and Development
[NICHD], 2000) conducted a narrative review of all published experimental
and quasi-experimental studies evaluating vocabulary instruction reported prior
to 2000 and concluded that vocabulary instruction is generally effective. The
NRP provided the following instructional recommendations based on results
from vocabulary interventions in the review: (a) provide direct instruction,
(b) supply repetition and multiple exposures in rich contexts, (c) restructure
tasks for low-achieving or at-risk students, (d) present activities that actively en-
gage, and (e) employ a variety of instructional methods for optimal results. The
NRP also found evidence that the effects of vocabulary instruction varies based
on participant characteristics and called for future research to help determine
effective interventions tailored for various ages and abilities (NICHD, 2000).

The NRP also raised questions about how researchers should be measur-
ing gains in vocabulary. The panel recommended that more sensitive measures
created specifically for the intervention should be used, so that effects could be
detected (NICHD, 2000). In contrast to Stahl and Fairbanks (1986), the NRP
found only two studies that demonstrated gains on standardized measures. Al-
though informative, the NRP’s narrative review has its limitations in informing
practice and research. First, the NRP excluded studies based exclusively on
students with learning disabilities. Second, the NRP determined an interven-
tion’s effectiveness based on whether the results were statistically significant,
an approach that can be misleading. Low statistical power because of a small
sample, not the intervention’s effectiveness, could be the reason a study showed
nonsignificant results (Lipsey & Wilson, 2001).

Meta-analysis is a more sensitive and precise approach for detecting dif-
ferences in study characteristics across studies than narrative reviews (Lipsey
& Wilson, 2001). The NRP stated that a meta-analysis could not be conducted
concerning vocabulary, because the studies were too varied and there were not
enough studies to conduct separate analyses for each of the different types of
instruction. However, we felt that it was possible to conduct a meta-analysis by
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narrowing the focus of the review to passage-level comprehension outcomes, as
this would naturally reduce the variability of types of intervention and outcome
measures.

This meta-analysis expands the current literature concerning the impact
of vocabulary instruction on comprehension in two ways. First, it is the only
review using a meta-analytic approach that focuses on effects of passage-
level comprehension because of vocabulary instruction for school-age children.
Second, it updates the 1986 findings of Stahl and Fairbanks’s meta-analysis of
comprehension outcomes using current meta-analytic procedures. We asked
the following questions concerning comprehension outcomes for students in
grades pre-K through 12:

1. Does vocabulary instruction impact passage-level comprehension? If so,
which participant and intervention characteristics are associated with ef-
fect size?

2. What methodological characteristics are associated with effect size and
need to be controlled to avoid confounding of the findings?

3. Do the same factors that impact comprehension influence vocabulary gains
in the same way?

4. Are the effects in vocabulary associated with the effects in comprehension?

METHOD

Study Inclusion Criteria

General Study Characteristics. In an attempt to obtain the fullest body of
literature, journal articles, dissertations, reports, and conference papers were
eligible for the review. Reports published between 1950 and 2006 were con-
sidered to represent vocabulary interventions that would be viable in today’s
modern classroom and qualified for inclusion.

Intervention. An instructional method focused on increasing word knowledge
had to be provided to students with the goal of increasing word knowledge or
comprehension. Only studies testing a method of vocabulary instruction that
could potentially be used in a classroom setting were selected. Short experi-
mental studies conducted to understand the nature of vocabulary acquisition in
which students’ differential performance on tasks under varying environmental
conditions or in response to differences in instructional materials presented
were not included. Studies that only used repeated readings, read-alouds, or
independent reading were also excluded from this review unless the interven-
tion contained an instructional method for teaching vocabulary. Although these
studies have been shown to be effective in increasing vocabulary and com-
prehension, the focus of this review was the impact of vocabulary instruction
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on comprehension. In addition, studies that contained components intended
to address comprehension, as well as, vocabulary, were excluded so that the
facilitative effects of vocabulary on comprehension could be isolated.

Outcome Measures. The focus of this review concerns the effect of vocabulary
instruction on passage-level comprehension. Therefore, studies had to report at
least one measure of comprehension at the passage level. Passage-level text or
stories were considered to be more than four sentences in length. Sentence-level
measures were excluded because the intent of this review was to consider the
impact of vocabulary instruction on the comprehension of text, not the compre-
hension of the target words in text. Sentence measures are largely dependent on
understanding the vocabulary word to make sense of them. If a study used only
a cloze procedure to assess comprehension, it was considered a sentence-level
measure and was excluded. However, multiple-choice questions, open-ended,
and recall measures were acceptable.

Standardized (both criterion and normative referenced) and experimenter-
designed measures were acceptable. Conversely, measures in which partici-
pants only needed information regarding the target vocabulary to answer items
correctly were considered to be an assessment of vocabulary knowledge, not
comprehension. These measures were excluded regardless of the test format. In
addition, we felt that it was important to understand the impact of vocabulary
interventions on the comprehension of younger children (i.e., pre-K to Grade
2), so listening measures of passage-level text were included. Assessments of
preschool children’s nontextual comprehension have been shown to be predic-
tive of their reading comprehension in second grade and used reliably (van den
Broek et al., 2005). Our last criterion for outcome selection was that the results
had to be reported in a quantitative format that allowed calculation of an effect
size using the standardized difference between means.

Participants and Settings. Included reports involved students in grades pre-K
through 12 whose first language was English. Eligible studies were conducted
in English-speaking countries in which the instruction and materials were in
English. Any study including English language learners in more than 20% of its
sample was excluded in an effort to avoid the possible confound of differences
because of second language use.

Research Design. Both experimental and quasi-experimental designs were el-
igible for inclusion. Studies included had to employ either a pretest–posttest
control group design, posttest control with randomization, or pretest–posttest
within-subject design using counterbalanced conditions. In Monte Carlo stud-
ies, effect sizes derived from studies using these designs were found com-
parable to the standardized difference between means derived from experi-
mental and quasi-experimental designs (Dunlap, Cortina, Vaslow, & Burke,
1996). Conversely, one group’s pretest–posttest studies were excluded, absent
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counterbalanced treatment ordering, because the effect sizes derived from these
studies are not comparable to effect sizes derived from studies comparing treat-
ment and control groups. Single-subject designs were also excluded because of
issues of comparability and because it is unclear whether the data from these
designs meet the required assumptions for employing the necessary statistical
procedures.

Control Groups. Studies were included only if they had one of the following
types of control groups: a no-treatment group, no treatment with exposure to
the reading materials, a classroom mirror with exposure to reading materials,
a classroom mirror with definition instruction, or a classroom mirror that in-
cluded a weaker intervention. The no-treatment groups received treatment as
usual in their class with or without exposure to the same reading materials.
The classroom mirror groups were those controls that received a treatment by
the researcher designed to mirror classroom practice. Those classroom mirror
groups that provided instruction consisted of exposure to the reading materials
and used a dictionary definition procedure or an associative method of learning
the vocabulary. The final type of control, classroom mirror groups using weaker
interventions, were included only if the intervention was considered slightly
more involved than the dictionary conditions but substantially less involved
than the targeted treatment.

Identification and Retrieval of the Reports

A comprehensive search of previous research and bibliographic databases was
conducted in an effort to identify and obtain copies of the entire population of
empirical research on vocabulary interventions meeting the eligibility criteria.
The process for identifying studies began by extending the search used by
the NRP (i.e., vocabulary AND instruction AND reading AND research AND
methods in the ERIC and PsycINFO databases) to include the years 1950 to
2006, which yielded 3,636 citations. Each of these abstracts was considered for
inclusion. In addition to the electronic searches, the reference lists of reviews
and prior meta-analyses (i.e., Baumann, Kame’enui, & Ash, 2003; Bryant,
Goodwin, Bryant, & Higgins, 2003; Fukkink & deGlopper, 1998; Jitendra,
Edwards, Sacks, & Jacobson, 2004; Klesius & Searls, 1990; Marmolejo, 1990;
Mezynski, 1983; Stahl & Fairbanks, 1986) were examined for additional stud-
ies. A total of 305 full articles were obtained, read, and evaluated for inclusion.
This resulted in 37 studies that met the eligibility criteria and were included
in this review. Many of the studies that were near-misses were so because of
lack of a comparable control (e.g., Barrett & Graves, 1981; Lubliner, 2002;
Margosein, Pascarella, & Pflaum, 1982), use of a multicomponent intervention
combining vocabulary and comprehension instruction (e.g., Beck & McKeown,
2007; Boettcher, 1983; Ruetzel & Hollingsworth, 1988), use of a sentence-level
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comprehension measure instead of a passage-level measure (e.g., Askov &
Kamm, 1976; Gipe, 1979; Mastropieri, Scruggs, & Fulk, 1990), lack of enough
information to compute an effect size (e.g., Bos, Anders, Filip, & Jaffe, 1989;
Otterman, 1955), or cases in which the researchers reported that the intervention
was not implemented to a degree necessary to fully represent the intervention
as it was intended (e.g., Apthorp, 2006).

Coding the Research Reports

All eligible reports were coded for effect size and study characteristics. Reli-
ability of coding was assessed by having a second person code 14 of the 37
articles. All coders were trained doctoral students. Intercoder agreement was
determined using percentage agreement (percentage agreement = agreements/
agreements + disagreements). Agreement across categories ranged from 72 to
100% with an overall average of 92%. The two coders reconciled all disagree-
ments by reviewing and discussing each of the articles. For any instance in
which reconciliation could not be achieved for a category, a third coder made
the final decision. However, there were two variables—definitional-contextual
scale and type of exposure—which had to be reconsidered and coded a second
time due to poor interrater reliability (56% and 68%, respectively). Agreement
for the second attempt was 93% for definitional-contextual scale and 96% for
type of exposure.

Effect Size Coding

Measurement Type. Standardized and custom measures were considered sep-
arately in this review. Standardized measures are unlikely to contain the target
vocabulary, whereas custom measures often do. As a result, custom measures
are more sensitive to changes in comprehension because of increased vocab-
ulary knowledge (NICHD, 2000; Stahl & Fairbanks, 1986). In addition to the
conceptual differences of the measures, we had four studies that used both
standardized and custom measures. We were able to include all of the measures
and maintain independence by analyzing these measures separately.

Comprehension Outcomes. Each report was coded by first determining
whether the comprehension outcome was from a standardized measure or was a
custom measure that was modified or created by the researcher. If more than one
posttest comprehension measure was reported, then the format of the test was
considered. Multiple-choice formats were selected over recall or other open-
ended items because this was the type of format used in most of the studies. A
few studies (i.e., Kame’enui et al., 1982; Pany & Jenkins, 1978; Pany, Jenkins,
& Schreck, 1982) required special handling because of restricted range on the
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selected dependent measure. Specifically, effect sizes for Kame’enui et al. on
the inference measures in both experiments, and for the multiple-choice test in
Pany et al., were excluded from the analysis, whereas Pany and Jenkins had to
be removed entirely because the study had no other comprehension measures
fitting the inclusion criteria.

Vocabulary Outcomes. Although the focus of this review was on the com-
prehension outcomes of vocabulary instruction, we were also interested in
the relationship between the vocabulary outcome and comprehension gains.
Although we did not require studies to report a vocabulary outcome for in-
clusion, in the cases in which one was reported we computed effect sizes for
the vocabulary measures using the same decision hierarchy as we did for the
comprehension measures.

Condition Selection. One of the problems with the prior meta-analysis on
the impact of vocabulary on comprehension was the inclusion of multiple
conditions using a common control. To avoid this type of data dependency, an
independent set of effect sizes was created by choosing one condition per study.
The condition that contained the most instructional elements was considered
the most intensive treatment and was compared to the least intensive control.

Calculating Effect Sizes. If an author reported an effect size, the effect size was
retained without change if it was identified as the d statistic. In other cases, we
calculated effect sizes by taking the difference between the intervention group
and the control group means and dividing by the pooled standard deviations
of the means. The d statistic presents a ratio of the difference between means
to the variance around the means of each group. Whenever possible, d was
calculated after adjusting for any mean differences at pretest or by calculating
the covariate adjusted mean difference and standardizing the difference statistic
using the posttest standard deviation (What Works Clearinghouse, 2007). In
instances where standard deviations were not reported, they were estimated
from reported t statistics (see Shadish, Robinson, & Congxiao, 1999; Smith,
Glass, & Miller, 1980) or residual sums of squares. For covariate or complex
factorial designs, standard deviations were estimated from the sums of squares,
which were reconstituted so that sums of squares from factors other than the
group factor were recombined with the residual sum of squares. The reestimated
residual variance was apportioned equally to treatment and control groups to
estimate d.

Four studies employed within-subjects, counterbalanced designs (i.e., Pany
et al., 1982; Roser & Juel, 1982; Thomas, 1998; Stahl, 1983). Comparisons from
these studies were identified following general rules for selecting treatment and
control conditions. Although these studies used a correlated design, providing
all treatments to all participants, their use of counterbalancing controlled for
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ordering, permitting estimations comparable to those from between-subjects
designs using matching and randomization (Dunlap et al., 1996).

Although all the aforementioned effects estimates were adjusted or used
equivalent comparisons, resulting in better precision and smaller effects,
13 studies reported posttreatment data only and could not be adjusted for pos-
sible nonequivalence. Of these 13 studies, 3 (i.e., Beck et al., 1982; McKeown,
Beck, Omanson, & Perfetti, 1983; McKeown, Beck Omanson, & Pople, 1985)
reported means without standard deviations, forcing a conservative estimate of
effects using the exact p values reported from appropriate t or F tests.

Some studies reported outcomes for multiple breakout groups such as male
and female or provided separate measures for explicit and implicit comprehen-
sion (e.g., Nash & Snowling, 2006; Wixson, 1986). We did not have enough
studies reporting these outcomes to consider them separately, so these groups
were combined to compute an aggregated effect size using a procedure at-
tributed to Nouri and Greenberg (Cortina & Nouri, 2000). Yet separate effect
sizes within studies were retained, if reported across grades, because of our
interest in developmental differences. Grade-level effects were considered in-
dependently when studies reported both treatment and control groups for each
grade level.

Moderator Coding

The differential effects of individual vocabulary studies may be because of
systematic differences related to the interventions, designs, participants, set-
tings, and/or general study characteristics. Moderator variables were, therefore,
coded in an attempt to account for systematic differences in the research re-
ports. Theory and past research concerning vocabulary guided the selection of
potential moderator variables to code from the study reports.

Methodological Characteristics. Methodological characteristics for each
study were coded, so differences due to how studies were designed could be
ruled out as plausible explanations for the effects or controlled for in the statis-
tical analysis. Minimum standards of study quality were adopted in an effort to
consider as much evidence as possible in evaluating the effects of vocabulary on
comprehension. Given this, information regarding study quality was coded so
that any effects associated with quality indicators could be examined and con-
trolled for, if needed. In addition to coding whether a study randomly assigned
students to treatment and control, we coded information about the monitor-
ing of the intervention, the reporting of implementation problems, training for
instructors, and information about the reliability of the dependent measures.

Participant Characteristics. As important as the methodological characteris-
tics are, other factors, such as sample characteristics, can also have a significant
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influence on a study’s outcomes. Yet prior reviews have not comprehensively
and systematically considered the interaction of student characteristics and
treatment gains in vocabulary. Stahl and Fairbanks (1986) failed to use a mod-
erated analysis that included participant variables, and the NRP (NICHD, 2000)
did not include exclusive samples of student with learning disabilities. Students
of different ability and grade levels are likely to respond to vocabulary instruc-
tion quite differently, so information about the grade level and reading ability
were coded when available from the included reports. Student risk for reading
difficulty was coded as no identified risk or at risk for a reading problem (i.e.,
students who were identified as having low scores on a reading test or identi-
fied as having a reading problem or learning disability). Ethnicity, gender, and
socioeconomic status (SES) were also coded to better understand how these
variables affect treatment outcomes.

Intervention Characteristics. Although many methodological and participant
characteristics were examined, most of the coded information focused on char-
acteristics of the intervention. Although we coded the type of intervention the
authors reported, we decided to use characteristics of interventions for analysis.
This decision was made because most of the interventions included multiple
components instead of a single treatment, and often interventions with the same
elements were assigned different names. These components were based on def-
initions used by the NRP (NICHD, 2000). Some of the categories of the NRP
were deleted because they were not represented in this review due to inclusion
criteria, and some categories have been combined to represent studies consid-
ered to be similar. In addition to characteristics of the method of instruction,
contextual intervention factors such as total hours of treatment, who delivered
the treatment (researcher or teacher), number of minutes of instruction per
target word, and group size (self-administered, one-to-one, small group, whole
classroom) were coded. Other intervention characteristics were coded based on
Stahl and Fairbanks’s (1986) conceptualizations including depth of processing,
definitional-contextual scale, and type of exposure.

Depth of Processing. Stahl and Fairbanks (1986) used a “depth of processing”
framework to determine why some interventions might be more effective than
others. This framework combined the constructs of the amount of semantic
processing and mental effort required to complete an activity. Tasks requiring
more semantic processing and metal effort have been shown to produce better
recall. Stahl and Fairbanks found that this scale approached, but did not reach,
statistical significance. Depth of processing was coded using three categories:

1. Association. This instruction paired association of the new word with its
definition or synonym.
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2. Comprehension. This instruction required that the student demonstrate
comprehension of the meaning of the word by doing something with the
definitional information such as classifying terms or providing antonyms.

3. Generation. This instruction required the students to generate a novel oral
or written response using the word. Activities included restating of the
definition in the student’s words or writing an original sentence containing
the word.

Definitional-Contextual Scale. Stahl and Fairbanks (1986) reported that bal-
anced programs produced better passage comprehension gains than programs
focused on definitional or contextual learning. This scale was coded as the
following:

1. Definitional only. Definitions or synonyms are provided without any use
of context.

2. Definitional emphasis. A limited amount of context is provided, but an
emphasis is placed on learning the definition.

3. Balanced. The instruction contained nearly equal emphasis on definitional
and contextual information.

4. Contextual emphasis. Although definitions were provided or derived from
context, the focus of this instruction was on understanding the words in
context.

5. Context only. The focus of this instruction was to expose the students to
words in context with no definitions provided.

Type of Exposure. As discussed earlier, students learn words naturally through
repeated exposures in multiple contexts over time. Stahl and Fairbanks (1986)
found that using multiple exposures across multiple contexts was more effec-
tive than associative or other instructional techniques for producing gains in
comprehension. However, they also noted that no firm conclusions could be
drawn because only a few studies used associative techniques to produce gains
at the passage level. Type of exposure was coded as (a) less than three repeti-
tions in a single context, (b) more than three repetitions in a single context, and
(c) more than three repetitions in multiple contexts.

Levels of Discussion. Interventions with higher levels of discussion can be
speculated to build on background knowledge and to present the words in
multiple contexts, thereby facilitating comprehension gains according to the
knowledge and access hypotheses. This variable was coded as (a) little to no
discussion or (b) high levels of discussion.

Word Specific Versus Generative Instruction. We were also interested in under-
standing the differences in comprehension outcomes of interventions focused
on teaching specific words and those focused on strategies to increase students’
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generative word knowledge. Interventions focused on generative word knowl-
edge were considered activities that taught students how to gain meaning from
words beyond the target words taught. For instance, instruction that focused on
word parts and instruction that focused on gaining word meaning from contex-
tual clues would be expected to generalize beyond the target words presented in
the study, whereas instruction focused on specific words would not be expected
to generalize to untaught words. Nagy (2005) discussed the role of metalin-
guistic skills in vocabulary and comprehension within the context of the verbal
aptitude hypothesis. If metalinguistic skill is one of the links between vocabu-
lary and comprehension, then interventions designed to increase students’ use
of contextual strategies and morphological awareness should increase students’
vocabulary and comprehension.

Text Variables. Another variable that may influence the impact of vocabulary
on comprehension is the type of text used and tested in a study. Expository texts
often contain a higher proportion of context-specific words that are salient to
the content presented and are therefore considered more difficult than nar-
rative texts (see Gardner, 2004; Graesser, Golding, & Long, 1991; Wolfe,
2005).

Statistical Procedures

An examination of the distribution of effect and sample sizes was conducted
to determine if there were any outliers that could distort results. Outliers
were identified based on either effect size (d) or sample size distributions
using Tukey’s (1977) definition of an extreme outlier as falling three times
the interquartile range above the 75th percentile or below the 25th per-
centile of the distribution. To limit the influence of such effects on subse-
quent analyses, outliers were Winsorized as recommended by Lipsey and Wil-
son (2001) to maximum or minimum values at the respective outer limits.
Based on this definition, no comprehension effects qualified as outliers, but
one study had an unusually large effect in vocabulary (d = 4.04). This effect
was trimmed to the upper limit value for vocabulary (d = 2.28; i.e., Jones,
1984). Similarly, one large sample size (N = 337) was reduced (N = 220; i.e.,
Hogan, 1961) to avoid overly influencing the vocabulary and comprehension
outcomes.

Effect sizes derived from small samples are known to be biased, so our
next step was to adjust the effect sizes using a small sample correction, 1 –
(3/4n – 9), where n is the total sample size for computing each effect (Hedges,
1982). Each Hedges’sg effect size was then weighted by the inverse of its error
variance, 1/SE2, to take its proportionate reliability into account (Shadish &
Haddock, 1994). A test of homogeneity using the Q-statistic was then applied
to establish whether there was more variability in the effects than would be
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expected by subject-level sampling error alone (Cochran, 1954; Hedges &
Olkin, 1985). The Q-statistic is calculated as

Q =
∑

wi × (ESi − ES),2

in which w[F1] is the inverse variance weight for each effect size i and ESi is
the weighted mean effect size for each i and ES is the weighted mean effect size
over all cases of i.This statistic is distributed as chi-square with k – 1 degrees
of freedom in which k is the number of effect sizes and, when significant,
warrants rejection of the null hypothesis that variance in effects are explained
by sampling error alone (Lipsey & Wilson, 2001).

For outcomes whose variance exceeded that predicted by sampling error
alone (i.e. p < .05), mixed-weight regression analyses were first conducted
to estimate the moderating influence of method, participant, and intervention
variables on comprehension outcomes (see Raudenbush, 1994). Second, a par-
allel analysis was completed for identifying potential sources of variance in
vocabulary effects. Next, we provide an example using a subset of instruc-
tional variables to illustrate the importance of testing a conditional model
instead of using a stratified analysis. Finally, to better understand the re-
lationship between vocabulary and comprehension outcomes within studies,
correlations were computed for the subset of studies reporting both outcome
measures.

Table 1. Methodological characteristics of studies by measure type

Treatment monitored
Yes 5 31.3 6 21.4
Not reported 11 68.8 22 78.6

Type of measure
Open-ended 2 12.5 7 25.0
Multiple choice 10 62.5 17 60.7
Not reported 4 25.0 4 14.3

Measure reliability
Reported 3 18.8 7 25.0
Not reported 13 81.3 21 75.0

0 0.0 10 35.7
Text type
Narrative
Expository 2 12.5 12 42.9
Both 4 25.0 2 7.1
Not reported 10 62.5 4 14.3

Note. Three studies have both standard and custom measures.
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RESULTS

Descriptive Characteristics of Studies

The literature searches yielded 37 eligible studies from which 44 effect sizes
were derived for comprehension outcomes. Of the eligible studies, 28 also
administered a vocabulary measure from which 37 independent effect sizes
were derived. Across these studies, there were 3,063 participants. To create an

Table 2. Intervention characteristics by measure type

Standard Custom

Characteristic N % N %

Processing depth 3 18.8 6 21.4
Associative

Comprehension 13 81.3 14 50.0
Novel response 0 0.0 8 28.6

Treatment focus
Word 6 37.5 20 71.4
Generative 10 62.5 8 28.6

Discussion
None to some 14 87.5 17 60.8
High 2 12.5 11 39.2

Training
Yes 4 25.0 10 35.7
Not reported 12 75.0 18 64.3

Instructor
Teacher 8 50.0 9 32.1
Researcher 6 37.5 13 46.4
Self-directed 1 6.3 1 3.6
Cannot tell 1 6.3 2 7.1

Intervention hours
1–5 1 6.3 16 57.1
6–10 4 25.0 5 17.9
11–15 2 12.5 0 0.0
16–20 1 6.3 3 10.7
21+ 7 43.8 2 7.1

Not reported 1 6.3 2 7.1
Targeted words

5–15 1 6.3 11 39.3
16–25 0 0 5 17.9
26–35 0 0 3 18.8
36+ 2 12.5 6 21.4
Not reported 11 68.8 3 10.7

Note. Three studies have both standard and custom measures.
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independent set of effect sizes and include as many studies as possible, we split
the analysis by studies using custom or standardized comprehension measures.
Across measurement types, the typical study used a no-treatment control, used
whole class instruction, and was conducted in Grades 3 to 5 with students
having no identified risk of reading difficulty. Most studies utilized a multiple-
choice format for both comprehension and vocabulary dependent measures.
The majority of studies were conducted in 10 or fewer hours. Studies using a
standardized measure, in general, had longer interventions that contained more
target words and focused more on increasing generative word knowledge than
studies using a custom measure (see Tables 1–3).

Across studies, information concerning some methodological, participant,
and intervention characteristics was not reported. The majority of studies did
not provide information about the reliability of their measure, fidelity of the
treatment, or the training procedures for those implementing the intervention.
Information about the number of targeted words was also often missing, mak-
ing it impossible to calculate any type of instructional efficiency score based on
number of minutes per instructed word. Likewise, information regarding par-
ticipants (i.e., SES, ethnicity, and gender) was frequently omitted and therefore
could not be considered in the analyses.

After our analysis, it was apparent that effects from standardized measures
were minimal (described in detail later in this section) and that effects asso-
ciated with having reading difficulties were larger than those with no reading
problems. We therefore considered the characteristics for studies using cus-
tom measures separated by students with reading problems and those without
(see Table 4). Only few differences stood out between the studies. Studies

Table 3. Participant characteristics by measure type

Standard Custom

Characteristic N % N %

Reading problem
None identified 14 87.5 23 82.1
Yes 2 12.5 5 17.9

Socioeconomic status
Low 2 12.5 4 14.3
Middle 3 18.8 13 46.4
High 1 6.3 3 10.7
Not reported 10 62.5 8 28.6

Grade
Pre-K–2 1 6.3 4 14.3
3–5 9 56.3 17 60.7
6–8 3 18.8 5 17.9
9–12 3 18.8 2 7.1

Note. Three studies have both standard and custom measures.
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Table 4. Intervention characteristics by student reading status based on custom
measures

General ability Reading difficulties

Characteristics N % N %

Type of control
NT 11 47.8 1 20.0
NT with exposure 4 17.4 0 0.0
CM with exposure 5 21.7 0 0.0
CM with definition 1 4.3 3 60.0
CM with definition + 2 8.7 1 20.0

Instructor
Teacher 10 43.5 1 20.0
Researcher 9 39.1 4 80.0
Self-directed 1 4.3 0 0.0
Cannot tell 2 13.0 0 0.0

Group format
One-to-one 3 13.0 0 0.0
Small group 4 17.4 4 80.0
Whole class 16 69.6 1 20.0

Grade
Pre-K–2 4 17.4 0 0.0
3–5 14 65.2 1 20.0
6–8 3 13.0 2 40.0
9–12 2 4.3 2 40.0

Intervention hours
1–5 12 52.1 2 40.0
6–10 3 5.9 2 40.0
11–15 2 8.7 0 0.0
16–20 2 8.7 0 0.0
21+ 2 8.7 0 0.0
Not reported 2 8.7 1 20.0

Text type
Narrative 12 52.2 0 0.0
Expository 7 30.4 3 60.0
Both 2 8.7 0 0.0
Not reported 2 8.7 2 40.0

Processing depth
Associative 5 21.7 1 20.0
Comprehension 11 47.8 3 60.0
Novel response 7 30.4 1 20.0

Treatment focus
Word 19 82.6 1 20.0
Generative 4 17.4 4 80.0

(Continued on next page)
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Table 4. Intervention characteristics by student reading status based on custom
measures (Continued)

General ability Reading difficulties

Characteristics N % N %

Discussion
No discussion 4 17.4 1 20.0
Moderate 10 43.5 2 40.0
High 9 39.1 2 40.0

Targeted words
5–15 8 34.8 3 60.0
16–25 5 21.7 0 0.0
26–35 3 13.0 0 0.0
36+ 6 26.1 0 0.0
Not reported 1 4.3 2 40.0

Note. NT = no treatment; CM = classroom mirror.

conducted with students who have reading difficulty were more likely to be
short interventions taught in small groups with the researcher as implementer
than studies conducted with a universal sample.

The instructional components of each study are shown in Table 5. Some
of the components are disproportionately represented when compared across
measurement and participant type. For example, four of the five studies con-
ducted with students who had reading difficulties used semantic mapping or
semantic feature analysis, and eight of the nine studies using structural analysis
employed standardized measures.

Overall Effect Sizes

Comprehension Outcomes. The comprehension effect sizes for standardized
measures ranged from –0.26 to 0.43 with an overall random weighted mean
effect size of 0.10, which was not significantly different from 0 (p = .08).
Figure 1 shows the effect sizes for each study and related descriptive infor-
mation. As expected from prior research (NICHD, 2000; Stahl & Fairbanks,
1986), effects for custom measures were larger than those obtained from stan-
dardized measures. The effect sizes for custom measures ranged from –0.06 to
1.46. The overall random-weighted mean effect size was 0.50, and significantly
different than 0 (p < .01), indicating that students who received vocabulary
interventions outperformed students who did not receive such instruction on
comprehension outcomes aligned to the treatment.



Vocabulary Instruction and Comprehension 19

Figure 1. Mixed-weight comprehension effects (K = 44).

Vocabulary Outcomes. Although standardized measures did not indicate sub-
stantial growth for comprehension, standardized vocabulary measures did in-
dicate some improvement in vocabulary knowledge. The effect sizes for stan-
dardized vocabulary measures ranged from –0.24 to 0.46 (see Figure 2). The
overall random-weighted mean effect size was 0.29 and significantly different
than 0 (p < .01), indicating that students who received vocabulary instruction
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Table 6. Zero-order correlations of selected method variables
with custom measures effects for comprehension (N = 28) and
vocabulary (N = 22)

Method variable rcomp rvocab

Control group strength .13 −.30
Experiment vs. quasi-experiment .03 −.38

Note. Random-weighted analysis; control group, 1 (no treat-
ment, no exposure or exposure with no treatment), 2 (treatment
mirror with exposure), 3 (treatment mirror with definition in-
struction), 4 (definition instruction plus added instruction).

increased their word knowledge on standardized tests. As expected, vocabulary
outcomes for custom measures showed the largest effects. The mean effect sizes
for custom measures of vocabulary ranged from –0.11 to 2.28. The overall
random-weighted effect size was 0.79 and significantly different than 0 (p <

.01), indicating that students who received vocabulary instruction knew more
vocabulary words than students in control conditions.

Analysis of Moderator Effects

Comprehension Outcomes. For standardized measures of comprehension, the
Q-test was not significant, Qresid(16) = 9.61, p = .84, suggesting that these
effect sizes were homogenous. There was little variance that could be attributed
beyond sampling error, so no moderator analysis was conducted for these
effect sizes. In contrast to the standardized measures, the Q-test from custom
measures was significant, Qd (28) = 46.88, p < .01 indicating excess variance
and meriting a moderator analysis to identify study characteristics associated
with effect size.

First, we examined the methodological characteristics (i.e., type of con-
trol group, quasi-experiment) to determine if any were associated with effect
size, so active method variables could be controlled in subsequent analyses
of substantive variables of interest. Zero-order random effects correlations for
the method characteristics with effect size were conducted using maximum
likelihood estimation and are shown in the first column in Table 6. Although
these correlations helped in determining which method variables had influential
relationships with effects, caution must be exercised when interpreting them,
because they ignore all other factors moderating treatment effects including
student intervention and treatment differences. Only control group strength,
although not significant, showed a nontrivial relationship with effect size (i.e.,
β > .10), and was carried forward as a control moderator in subsequent anal-
yses of participant and treatment characteristics.
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Figure 2. Mixed-weight vocabulary effects (K = 36).

Next, a series of inverse-variance weighted random effects multiple re-
gressions were employed, each including a single study characteristic while
controlling for control group strength, to identify relationships between each
study characteristic and effect size without the confounding influence of other
study characteristics (Raudenbush, 1994). This analysis indicated that the year
of publication, although not significant, negatively correlated with effect size
and that dissertations were more likely to be associated with smaller effects
than reports and journal publications (see first column in Table 7).

We next considered student characteristics associated with effect size, in-
cluding the average grade of the participants in the study and whether the
participants were identified as having a reading difficulty. Both grade level
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Table 7. Conditional correlations of study characteristics with custom
measure effects for comprehension (N = 28) and vocabulary (N = 22)
controlling for method variables

Study characteristic βcomp βvocab

General
Year of publication −.19 .21
Dissertation (1) vs. other (0) −.40 −.04

Student
Grade level .37 −.19
Reading difficulties (1) vs. no identified risk (0) .73 .16

Note. Mixed-weighted analysis. Each treatment characteristic mod-
erator was entered individually and tested in the presence of method
moderators control group, 1 (exposure with no treatment), 2 (classroom
mirror with exposure), 3 (classroom mirror with definition instruction),
4 (definition instruction plus added instruction) and experiment versus
quasi-experiment.

and reading status correlated positively with effect size, with reading status
correlating significantly. This pattern held when only considering method and
participant characteristics (see first column in Table 8). This indicated that stu-
dents identified as having reading difficulties benefited more from vocabulary
instruction on comprehension outcomes than students who had no indicated
risk of a reading problem or disability. Although grade level was not significant,
it approached significance. One of the reasons for the lack of significance may
be because of the limited range of grades included in the analysis (i.e., 50% of
the studies were conducted in Grades 3–5).

When considering control group strength and reading status simultane-
ously in the full regression model, only reading status remained significant
(see Table 9). The amount of variance left unexplained was negligible, thus
rendering the model fixed, Q(25) = 24.60, p = .48. A fixed model indicates
that there is no systematic variance associated with other method, student, or
intervention characteristics for comprehension outcomes. Although the com-
prehension effects were very similar, and no moderator analysis was warranted,
the descriptive information listed in Table 5 shows a possible pattern for inter-
ventions conducted with students not identified as having reading difficulties.
Studies with slightly higher effects tended to use preinstruction and imagery.

Vocabulary Outcomes. Although an overall positive effect was found on stan-
dardized vocabulary measures (d = 0.33), the Q-test was not significant, Q(14)
= 7.00, p = .90, signifying there was no variance other than what would be
expected from sampling error. Hence, the model for standardized vocabulary
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Table 8. Simultaneous correlations of study characteristics with comprehen-
sion (N = 28) and vocabulary effects (N = 22) from custom measures

Study characteristic βcomp βvocab

Method
Control group strength –.16 –.24
Experiment vs. quasi-experiment –.06 –.34

Student
Grade level .18 –.13
Reading difficulties vs. no identified risk .68 –.11

Instruction
Total hours of treatment — –.38
Exemplary studies vs. other — –.01
Small group vs. whole class — .21
High vs. lower discussion level — .47
Word specific focus vs. generative focus — .13
Narrative vs. expository text — –.22

Note. Mixed-weighted analysis. The comprehension model is fixed without
instructional variables, Qresid(23) = 22.97, unlike vocabulary, Qresid(17) =
62.11; control group, 1 (exposure with no treatment), 2 (classroom mirror
with exposure), 3 (classroom mirror with definition instruction), 4 (definition
instruction plus added instruction); discussion level (1 = high, 0 = other).

measures was fixed, justifying no further moderator analysis for this subset of
effect sizes.

However, vocabulary effects from custom measures were significant,
Q(22) = 91.54, p < .01, indicating substantial unexplained variance in effects.
This variance could be because of systematic differences from the method,

Table 9. Relationships between selected practically significant study characteristics
and comprehension effects (N = 28)

95% Confidence interval

Standard Lower Upper
Study characteristic B weight error limit limit p β

Intercept 0.47 .10 .29 .66 <.01 —
Control group strength −0.04 .04 −.12 .04 .28 −.17
Reading difficulties vs. no

identified risk
0.92 .20 .53 1.30 <.01 .73

Note. Mixed-weighted analysis. Qresid(25) = 24.6; control group, 1 (exposure with
no treatment), 2 (classroom mirror with exposure), 3 (classroom mirror with definition
instruction), 4 (definition instruction plus added instruction).
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participant, and intervention characteristics. Therefore, the same statistical
procedures were followed, as with the custom comprehension measures, to
detect which study characteristics were associated with effect size. The method
characteristics used for comprehension were entered first. The magnitude and
direction of these correlations were different from the comprehension effects
(see second column in Table 6). Control group strength and experiment ver-
sus quasi-experiment were sufficiently correlated with vocabulary effects (i.e.,
β >.10) to justify controlling these method variables in further analyses.

Next, general study and student characteristics were entered separately
into the regression analysis. Although these were not significant, the year of
publication and reading status variables were nontrivial (see column 2 in Ta-
ble 7). Grade level was negatively correlated with effect size for vocabulary
measures but was positively correlated with effect sizes derived from com-
prehension measures. This suggests that for younger students the benefit of
vocabulary instruction is more apparent on measures of vocabulary, whereas
for older students the benefit is more apparent on measures of comprehension.

As with the comprehension measures, we were interested in what inter-
vention characteristics were associated with vocabulary effect size. Unlike
the analysis with the custom comprehension measures, which became a fixed
model after entering reading status, the vocabulary analysis showed that there
was unexplained variance left to model. Therefore, intervention characteristics
believed to explain differences in the effect sizes of the vocabulary outcomes
were individually entered while controlling for control group strength, experi-
mental design, and reading status. We did not have enough degrees of freedom
to address all of the instructional variables of interest, so we decided to test the
exemplary studies against all the other studies. Current recommendations in
vocabulary instruction suggest that the combination of generation and multiple
repetitions in multiple contexts would yield the largest effects. The association
between intervention characteristics and vocabulary outcomes is shown in the
second column in Table 8. Surprisingly, exemplary studies did not have any
advantage over other studies for vocabulary outcomes.

At this point in the model development, we still had too few degrees of
freedom to address all of the instructional variables of interest simultaneously.
Retaining the control group moderator of necessity, we therefore reduced the
potential moderators to those that were most correlated with effect size and least
correlated with each other. These variables (experimental design, total hours of
treatment, group format, and level of discussion) were entered simultaneously
in a regression model (Table 10). We then reduced the model to those effects that
were statistically significant. Although initially in the analysis smaller groups
seemed to produce larger effects, when considered with the other instructional
variables, group size was not statistically significant. As expected, studies us-
ing more stringent control groups (i.e., control groups provided with the target
words or some type of instruction vs. no instruction) had smaller effects. Also,
as expected, studies using experimental and within-subject designs produced
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smaller effects than those using quasi-experimental designs. Surprisingly, this
model indicated that shorter studies had better outcomes on vocabulary mea-
sures. This finding was counterintuitive, so we took a closer at the variable and
the vocabulary studies using custom measures. We found that most of the stud-
ies using custom measures in vocabulary were short in duration. More than half
the studies were conducted in less than 10 hr, and only three were conducted
in 40 hr or more. Longer studies will have to be implemented before any firm
conclusions can be made about length of treatment and outcomes for vocabu-
lary. One instructional variable, level of discussion, seemed to be important in
vocabulary learning. The use of high levels of discussion was associated with
greater effects on custom vocabulary measures.

An Illustrative Example of the Necessity of Using a Conditional Analysis.
Although we were unable to consider the instructional variables of depth and
exposures in our full analysis because of the limited number of studies, we de-
cided to use these variables to demonstrate the importance of using an analysis
that considers the conditionality of the effects. Table 11 shows three different
ways to look at the effects. We first considered the unconditional effects strati-
fied by depth and type of exposure for vocabulary and comprehension custom
measures. Although these strata are arranged hierarchically, the effect sizes
associated with each level do not show the theoretically anticipated pattern,
with the exception of comprehension effects associated with type of exposure.
Second, we considered the interaction effects for depth of instruction by type
of exposure. Overall, the anticipated pattern for exposure is observable within
each level of depth for both comprehension and vocabulary. The type of ex-
posure also seems to be important with many repetitions in context producing
better results than less than three repetitions in a single context for both vocab-
ulary and comprehension. For instance, there is a marked difference between
single and multiple contexts for instruction requiring comprehension of the
target words for vocabulary outcomes, and to a lesser extent for comprehension
outcomes. Notice, however, that most studies used multiple contexts for com-
prehension. Only two used multiple repetitions in a single context. On the other
hand, studies using an associative task did not attempt to use multiple contexts.
Therefore, no clear comparison can be made across levels of depth. Although
these patterns are interesting, direct comparison of these studies are tenuous
because (a) we do not have studies to represent all levels of each factor and
(b) because some of the variance attributed to these categories could be due to
methodological and participant factors that have not been taken into account.
Although it presents an imperfect solution to this problem, the use of statistical
control in a conditional model allows reasonable comparisons of the effects.
As can be seen in the final section of the table, once the active method and par-
ticipant factors are controlled, the differences between categories are reduced.
These methods must be considered in any analysis of studies employing differ-
ent methodological design elements. This example demonstrates the pitfalls of
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Table 11. Unconditional and conditional impacts of instructional depth, multiple
exposures, and multiple contexts from custom-measures of comprehension (N = 28)
and vocabulary (N = 22) effects

Study Characteristic Voc ES n voc Comp ES n comp

Unconditional effects
Depth

Associative 0.81 6 0.48 6
Comprehension 0.75 10 0.53 14
Generation 0.86 6 0.48 8

Exposures
<3 exposures–Single context 0.62 3 0.38 2
Many-single context 0.71 5 0.43 8
Many-multiple contexts 0.88 14 0.55 18

Interaction effects
Associative

<3 exposures–Single context 0.57 3 0.38 2
many-single context 1.00 3 0.55 4
Many-multiple contexts — 0 — 0

Comprehension
<3 exposures–Single context — 0 — 0
Many-single context 0.20 2 0.30 2
Many-multiple contexts 0.90 8 0.65 10

Generation
<3 exposures–Single context — 0 — 0
Many-single context — 0 — 0
Many-multiple contexts 0.86 6 0.48 8

Conditional effectsa

Associative
<3 exposures–Single context 0.97 3 0.64 2
Many-single context 0.96 3 0.56 4
Many-multiple contexts — 0 — 0

Comprehension
<3 exposures–Single context — 0 — 0
Many-single context 0.72 2 0.42 4
Many-multiple contexts 1.02 8 0.46 10

Generation
<3 exposures–Single context — 0 — 0
Many-single context — 0 — 0
Many-multiple contexts 1.13 6 0.44 8

Note. Mixed weight unconditional means.
aConditional upon control strength, experimental design, hours of instruction and

student reading difficulties; control group, 1 (exposure with no treatment), 2 (class-
room mirror with exposure), 3 (classroom mirror with definition instruction), 4 (defi-
nition instruction plus added instruction).
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simple stratification and highlights the need for more studies addressing these
specific questions.

Relationship Between Vocabulary and Comprehension. Differences were
found in the pattern of effects for vocabulary and comprehension. The over-
all comprehension effect for students with reading difficulties (d = 1.23) was
much larger than that for students with no indicated problem (d = 0.39). How-
ever, for vocabulary outcomes, both groups made similar gains from instruction
(d = 0.84 for students with no indicated problem and d = 0.79 for students
with reading difficulties). We also found differences in the amount of variance
between the two outcomes with vocabulary having more variance than the
comprehension outcomes (see Table 12 and Figure 3).

In additiona, we were interested in how much correspondence existed be-
tween gains on the vocabulary measures and the comprehension measures,
so we examined those studies reporting both vocabulary and comprehension
effects (N = 20). A regression analysis was conducted predicting outcomes
in comprehension from those in vocabulary. This analysis was stratified for
students with reading difficulties and those without, because of expected dif-
ferences on the comprehension outcome. If we assume the instrumentalist
hypothesis to be true we would expect that comprehension effects would be
strongly and positively correlated with vocabulary effects. This turns out not to
be the case (see Figure 3). Although intercept values differ for the two student
types, their slope is the same (r = .43), indicating only a modest correlation
between the effects in vocabulary and comprehension. This lack of relation-
ship may be partially attributed to the large variance in observed vocabulary
effects. In fact, the fixed-weight variance of vocabulary effects (var = .32)
was fully 3.5 times greater than that of corresponding comprehension effects
(var = .09) from the same studies. If we assume lower measurement reliability
to have contributed to this variance, we can impute a reasonable estimate of
test–retest reliability to correct for this attenuation. In this case we imputed a
test–retest reliability value for comprehension (ryy’comp = .80), and from this
imputed estimated vocabulary reliability as a function of the effect variance
ratio (i.e., ryy ′voc = .80 ÷ √

.32/.09 = .42). Adjusting for reliability yielded
an acceptable correction for attenuation and a larger association estimate,

rvoccomp′ = rvoccomp√
ryy ′comp × ryy ′voc

= .43√
.8 × .42

= .74.

A corrected correlation of .74 means that roughly 55% of the variance in com-
prehension gains may be explained by vocabulary growth. This best estimate of
the relationship still falls short of what we would expect if vocabulary directly
impacted comprehension as suggested by the instrumentalist hypothesis.
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Figure 3. Meta-regression of custom-measure comprehension effects onto custom-
measure vocabulary effects from studies reporting both effect types (N = 20).

Publication Bias

One threat to the conclusions of meta-analysis that must be addressed is small
sample, or “publication-bias” (e.g., Duval & Tweedie, 2000; Sterne & Egger,
2001). Upward biasing of the mean population effect estimates may occur
because of nonreporting of underpowered studies or studies producing negative
treatment effects. Based on the assumption of normal distribution of residuals
around the mean, publication bias can be identified by plotting observed effects
versus standard error. To ensure that the sample of studies used in this article
did not contain a small sample bias, we plotted all of the independent effects

Figure 4. Funnel plot of residualized comprehension effect sizes (N = 44).
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(N = 37) residualized for variance attributable to measurement (standard vs.
custom), reading ability (reading difficulty vs. no reading problem), and method
variables (experimental design and control group). Although visual analysis of
the funnel plot in Figure 4 identifies one study (Puhalla, 2005) with a larger
negative effect than predicted by sampling error, the variation is not excessive.
Similarly, Egger’s regression intercept value (.469) computed by regressing the
ratio of the effect to standard error onto the standard error fell with the 95%
confidence interval of expected values (p = .177, one-tailed) suggesting no
upward biasing in the current sample of effects.

DISCUSSION

The complicated relationship between vocabulary and comprehension has in-
trigued and eluded researchers over the past century. This meta-analysis was
conducted to help clarify some of the theoretical and practical issues con-
cerning the impact of vocabulary training on comprehension. One of the issues
surrounding vocabulary has been the degree to which vocabulary training trans-
fers to different types of comprehension tasks. Although a positive overall effect
of vocabulary training on comprehension assessed with custom measures was
found, the effect for standardized measures was minimal. By contrast, Stahl and
Fairbanks reported larger effects for global measures of comprehension. This
divergence in findings could be due to differences in inclusion criteria or the
methods used to evaluate effects. We found two studies that produced small to
moderate gains in comprehension (i.e., Beck et al., 1982; Blevins, 1970). Our
finding is similar to that of the NRP who found only two studies produced gains
on standardized vocabulary measures. Pearson, Hiebert, and Kamil (2007) of-
fered three possible explanations for the limited impact of vocabulary training
on standardized measures: (a) There is no causal link between vocabulary and
comprehension, (b) vocabulary instruction does not transfer beyond the taught
target words and texts in which it is learned, or (c) existing measures are not
sensitive enough to detect changes in comprehension due to vocabulary instruc-
tion. The findings of our study provide support for the second hypothesis but
do not exclude the possibility that standardized measures could be improved to
capture vocabulary growth.

Reading researchers have acknowledged the shortcomings of existing vo-
cabulary and comprehension measures and have called for the creation of
reliable, valid, and sensitive measures (see Paris & Stahl, 2005; Pearson et al.,
2007). There has been an emphasis on determining the effectiveness of vocab-
ulary instruction based on attaining gains on standardized comprehension tests.
Although creating standardized comprehension measures sensitive enough to
detect vocabulary growth will greatly improve our understanding of develop-
mental vocabulary growth and, possibly, effects from long-term interventions,
it may be unrealistic to consider gains on standardized tests our only benchmark
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for determining whether a vocabulary intervention is beneficial. If vocabulary
instruction of target words or strategies helps children better understand the
local context of what they are reading, it is a worthwhile endeavor. Even if
standardized tests are improved and can detect differences due to interventions,
it is unlikely that these measures will capture growth from short-term vocab-
ulary interventions. Not only have custom measures been necessary to detect
these changes in past studies, they will likely remain important in the future.

The good news is that the overall positive effects found for custom measures
suggest that vocabulary training does increase comprehension for all students.
In addition, students identified as having reading problems made more than
three times the gains than students with no indicated reading problem. This
pattern, however, was not the same with the vocabulary outcomes. Students with
reading difficulties made equivalent gains in vocabulary knowledge as those
without. This finding suggests that vocabulary instruction is more beneficial for
understanding text for students with reading problems than for those without
reading difficulties.

Two of the hypotheses explaining the relationship between vocabulary and
comprehension, access and knowledge, could be used to explain why students
with reading problems benefit more from similar levels of vocabulary knowl-
edge. Poor readers are likely to have difficulties with lower level skills such
as decoding and quick access to word meanings (Mezynski, 1983). If students
learn target words contained in the text, it may free up cognitive resources
that can be allocated for higher level processes of integrating text (Mezynski,
1983; Perfetti, 1985). In comparison to students who do not have lower level
deficits, poor readers will likely benefit more from learning vocabulary, be-
cause they can access words more quickly, thus alleviating cognitive resources
and increasing their capacity to engage in the higher level skills required for
comprehension. Another reason that students with reading difficulties bene-
fit more from vocabulary instruction on measures of comprehension may be
due to increases in knowledge. Students with reading comprehension problems
have been shown to have deficits in background knowledge (e.g., McNamara
& McDaniel, 2004). All of the interventions with the students who had reading
difficulties involved a moderate to high level of discussion, and most were
conducted in small groups. It could be that discussion of the target words
increased the students’ knowledge of the text topics. Therefore, gains in com-
prehension may be due to increased knowledge of the topics, in addition to the
words the students learned.

Although we can recommend vocabulary instruction for increasing com-
prehension, especially for struggling readers, the not-so-good news is that we
cannot provide recommendations about which vocabulary techniques or in-
terventions are best at promoting comprehension. The studies conducted with
students who had no reading problems (universal sample) were more varied in
their intervention characteristics than the studies conducted with students with
reading problems, yet these studies were invariant in their relationship to effect
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size. After considering the type of measurement and reading ability, the model
became fixed, indicating that there were no other treatment variables that would
explain the variation in effect sizes between studies for comprehension. In other
words, no matter what type of vocabulary instruction was used, it produced the
same effect on comprehension as any other type of vocabulary instruction. This
finding is similar to that of Petty, Herold, and Stoll (1968), who found an overall
positive effect of vocabulary but could not determine which interventions were
most effective. Conversely, Stahl and Fairbanks (1986) found larger effects for
studies that required students to understand the words in multiple contexts and
to make a novel response using the target words. Our study, however, found
no overall differences in intervention characteristics after taking methodolog-
ical and participant characteristics into account. Our estimations of individual
effect sizes for studies included in both reviews were different in many cases.
Effect estimates in this study were smaller, which may be a product of our use
of single rather than multiple effects and standardization by pooled variance
rather than control-group variance.

Although there were no differences that could be detected beyond method,
measurement, and participant characteristics for the comprehension measures,
there were detectable intervention differences in the vocabulary outcomes.
Studies that utilized higher levels of discussion were associated with larger
effects for vocabulary outcomes.

We had hoped to consider intervention characteristics that, in addition to
informing practice, might help us better understand the relationship between
vocabulary and comprehension. The comprehension effects on custom mea-
sures for universal students suggest that there are no systematic differences due
to intervention characteristics. It could be argued that this finding supports the
instrumental hypothesis in which the effects of comprehension are solely due
to increased vocabulary knowledge. If this is true and vocabulary is causally
related to comprehension, then gains in comprehension should correspond to
gains in vocabulary. We decided to test if this was the case in those studies that
assessed both comprehension and vocabulary using custom measures. For both
students with reading problems and those without, the relationship between
vocabulary and comprehension gains was weak, or at least not as strong as
it should be if increased vocabulary knowledge is responsible for better com-
prehension. We therefore have to conclude that either increased vocabulary
knowledge does not directly lead to comprehension gains or the measurement
of these processes is inadequate for fully capturing the relationship between vo-
cabulary and comprehension. To evaluate the merits of either line of reasoning,
we must again visit issues of measurement.

The weak relationship may also be due to the construction of poorly
conceptualized, unreliable measures as discussed earlier. Nearly two thirds of
the studies included in this analysis did not report any type of reliability for the
measures they created, and most provided no conceptual rationale for the way
they measured vocabulary or comprehension. Pearson et al. (2007) made a valid
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point that we will not be able to adequately explain the relationship between
comprehension and vocabulary until we develop and test measures “that are
conceptually rich as the phenomenon . . . they are intended to measure” (p.
283). Until we have such measures, we will not be able to determine to what
extent vocabulary knowledge contributes to comprehension.

A case could also be made that a third factor such as increased background
knowledge, word strategies, or word awareness is responsible for indirectly
increasing both comprehension and vocabulary within these studies. Unfortu-
nately, we have no way to test this hypothesis, because few researchers tested
or controlled for these possible factors in the studies included in this review.

Limitations

Some of the questions related to participant and intervention characteristics
could not be answered because they were not reported. For example, relation-
ships between effect size and participant characteristics such as SES, gender,
and race could not be examined. Another issue is that descriptions of inter-
ventions and procedures were often insufficient to determine how many target
words were taught, how many exposures the students had to the target words,
or the types of contexts contained in the training materials or measures. In
addition to the lack of reporting for measure reliability, another limitation to
the generalization of these findings is that more than two thirds of researchers
did not report information on treatment fidelity or training of the intervention
implementers. If there is no information on whether the intervention was im-
plemented as it was intended to, we cannot be confident that the results were
due to the intervention.

The findings of this study must be considered within the limitations of
meta-analysis. Meta-analysis only affords the ability to generalize from the
characteristics of existing studies. The distribution of studies across measure-
ment, intervention, and participant characteristics must also be considered when
generalizing any findings. For example, the comprehension effects from stud-
ies using structural analysis showed poor results. If we only consider this
information, we might conclude that instruction in structural analysis of words
is ineffective at promoting comprehension. However, the majority of studies
testing structural analysis used standardized, not custom measures. This in-
tervention needs to be tested using more sensitive measures before we can
determine its effectiveness. Similarly, most of the studies were conducted in
Grades 3 to 5. More research needs to be conducted in the early, middle, and
high school grades before generalizations can be made concerning the impact
of vocabulary interventions across developmental periods. We also need to
consider the effects of long-term studies. Biemiller (2005) suggested that to
increase general comprehension, a child would have to learn at least 1,000 root
words over the primary years. None of the studies reviewed spanned longer
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than 1 year, and most of the studies were conducted in less than 15 hr. We
need long-term studies across the primary years to truly evaluate the impact of
vocabulary learning on comprehension.

Intervention types and contexts must also be considered when making
generalizations for students with reading problems. There were many sim-
ilarities among four of the five studies conducted with students with read-
ing difficulties. Specifically, these studies used semantic mapping or semantic
feature analysis, had moderate to high levels of discussion, and were conducted
in small groups. Although many of the studies with general student popula-
tions included moderate to high levels of discussion, most were conducted at
the classroom level, not small groups. Future research will need to be conducted
to determine if other types of vocabulary instruction are beneficial to students
with reading difficulties. Moreover, there may be an interaction between group
size and discussion that is not fully captured by this set of studies and may need
to be explored across different types of students. It should also be noted that
although all of the studies with struggling readers showed similar effects, three
of the five studies were conducted by the same research team (i.e., Anders,
Bos, & Filip, 1984; Bos & Anders, 1990, 1992). The larger effects indicated
for students with reading difficulties may be disproportionately influenced by
something unique in how these researchers designed, implemented, and tested
their interventions and may not be replicable with other research teams or
across other populations of students with reading problems.

Future Considerations for Research and Practice

Although custom measures were sensitive enough to detect overall effects in
comprehension and vocabulary, our ability to interpret this growth is restricted
due to a lack of confidence in the reliability or validity of the measures used.
Although the 2009 NAEP framework for the assessment of vocabulary and
comprehension has yet to be tested, it offers a new perspective for the creation
of conceptually sound and reliable measures. These guidelines, which include
criteria for choosing words to assess and rules for creating items and distractors,
may prove useful for experimenters designing custom as well as standardized
measures.

The overall positive effect of vocabulary instruction on custom measures
of comprehension highlights the importance of teaching vocabulary to promote
understanding of text, especially for students with reading difficulties. Al-
though no specific recommendations can be made for designing more effective
vocabulary interventions to increase comprehension, results from the vocabu-
lary measures suggest that practitioners should use high levels of discussion to
promote vocabulary development. Researchers who want to better understand
the factors related to vocabulary and its impact on comprehension need to sys-
tematically consider participant factors such as reading ability and grade level
across intervention types, characteristics, and contexts. In addition, researchers
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must use reliable and valid measures, fully report participant and intervention
characteristics, and provide information concerning treatment fidelity. These
efforts will put us closer to determining the optimal learning conditions under
which vocabulary instruction is likely to impact students’ comprehension.
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